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“Machine learning is the science of
getting computers to act without being

explicitly programmed.”

Andrew Ng, 2013

“Machine learning is the
science and art of algorithms

that make sense of data.”

Peter Flach, 2012
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a l g o r i t h m

domain expert = programmer

ALGORITHM shortest-path(V,T)
W := {v1}   
ShortDist[v1] :=0   
FOR each u in V - {v1}      

ShortDist[u] := T[v1,u]         
WHILE W /= V      

MinDist := INFINITE      
FOR each v in V - W         

IF ShortDist[v] < MinDist
MinDist = ShortDist[v]
w := v         

END {if}      
END {for}      
W := W U {w}      
FOR each u in V - W         

ShortDist[u] := Min(ShorDis[u],ShortDist[w] + T[w,u])   
END {while}
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Requires a comprehensive understanding and adequate formalization, 
not only of the problem, but also of the solution process. 

a l g o r i t h m

domain expert = programmer
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A U TO N O M O U S  C A R S

action vector
state vector

describing the
environment

G A M E  P L AY I N G ROBOT 	 SOCCER

MALE 

I M A G E  R E C O G N I T I O N
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“Our problem then is to find out how to programme these
machines to [behave intelligently]. At my present rate of working
I produce about a thousand digits of programme a day, so that

about sixty workers, working steadily through the fifty years
might accomplish the job, if nothing went into the waste-paper 
basket. Some more expeditious method seems desirable.”

Alan Turing, Computing Machinery and Intelligence, 1950

Goal of automated programming ever since (e.g. Turing Award Lecture 
by Jim Gray, 1999)
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H u m a n  s k i l l s a r e n o t  a l w a y s e a s y  t o e x p l a i n !

MALE 
OR 

FEMALE
F
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H u m a n  s k i l l s a r e n o t  a l w a y s e a s y  t o e x p l a i n !

F
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H u m a n  s k i l l s a r e n o t  a l w a y s e a s y  t o e x p l a i n !

F
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H u m a n  s k i l l s a r e n o t  a l w a y s e a s y  t o e x p l a i n !

For example, a reduction 
of the search space does 
not immediately imply 
better solutions.

Eine Beschränkung des 
Suchraums führt beispielsweise
nicht unmittelbar zu besseren
Lösungen. 

F
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How to design a swinging robot?
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- give examples and let
the system generalize

à supervised learning

Instead of providing a complete and consistent description of domain
knowledge, or designing a model by hand, it is easier to ...

- demonstrate and let the
system imitate

- let the system explore
and provide feedback

à reinforcement learning à imitation learning

MALE 
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L E A R N E RDATA
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- correctness
- complexity (time,	space)

- correctness (?)
- complexity (time,	space)
- sample	complexity

L E A R N ERDATA

computer scientist

data scientist
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Probably Approximately Correct (PAC)	learning:	
Efficiently finding a	hypothesis that is „good“	with high	probability!

✏-close to the target

with probability � 1� �

ACM Turing Award 2010 for Leslie G. Valiant
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Machine learning is an option whenever explicitly designing an algorithm 
by hand appears intricate, while data is available that provides, in one way 
or the other, useful hints at what the sought functionality may look like. 

F

neural networks
kernel machines
decision trees

…
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data is readily available or
can easily be produced

o male
o female

simulation, 
training through

trial and error

make use of
existing data

r e i n f o r c e m e n t l e a r n i n g s u p e r v i s e d l e a r n i n g

u n s u p e r v i s e d
l e a r n i n g
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technical systems (diagnosis,	
control,	monitoring,	…)	

games (e.g.	soccer,	go,	…)

medicine (diagnosis,	
prosthetics,	...)

Internet	(information retrieval,	email
classification,	personalization,	…)

smart	environments

biometrics (person
identification,	…)

bioinformatics,	
genomic data analysismedia	(speech/image

recognition,	video mining,	…)

business (CRM,	response
prediction,	…)

banking and	finance (stock	prediction,	
fraud detection,	…)

autonmous driving
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à analyze and help understand
a phenomenon that exists in 
the real world

ANALYTIC V IEW SYNTHETIC V IEW

à support the design/engineering
of a system with certain
desirable properties
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classical 
programming

“implicit”
programming

? ?

Leslie Valiant's broad term for an 
algorithm occurring in nature. An 
ecorithm is an algorithm "living" in 
and interacting with an external 
environment. Its goal is to perform 
well in that environment. Parallel to 
evolution of ecosystems.

algorithm ecorithm
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KNOWLEDGE	
BASE

INFERENCE	
ENGINE

E X P E R T

§ Generic control structure implemented by the inference engine.
§ programs = theories of a formal logic, computations = deductions
§ Closely connected to declarative programming languages such as PROLOG.
§ Appealing if it‘s difficult to explain HOW the problem is solved.

Representation of problem-specific
knowledge, such as facts and rules
about a domain. „What“ but not „how“!
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KNOWLEDGE	
BASE

INFERENCE	
ENGINE

DATA LEARNING	
ALGORITHM

KNOWLEDGE	
LEARNING	
ALGORITHM

DATA	
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The world is regular …



K N O W L E D G E  A N D  D ATA

24

The world is regular …

data generalization
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The world is regular …

data generalization
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The world is more or less regular …
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The world is regular but noisy …



N O I S Y D ATA
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Noise? Part of a pattern?



N O I S Y D ATA
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simple world, noisy data complex world, noise-free data
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I N PU T

O
U
T
P
U
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Assume the world to be simple …
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Assume the world to be complex …
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U
T
P
U
T

overfitting and
underfitting leads to
poor generalization

33
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s amp l e 	 s i z e
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xp
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e
d
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34

learning curve for a flexible model class
(such as deep neural networks)

learning curve for a simple model class
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prior knowledge

data/observations

induction
principle

learning
algorithm

model
M O D E L 

I N D U C T I O N

… used for
§ prediction, classifiction
§ adaptation, control
§ systems analysis

§ Learning	essentially means revising prior knowledge in	the light	of observed data!
§ Most	explicit	in	frameworks such	as Bayesian inference,	ILP,	...
§ Without prior knowledge,	data is meaningless ...	
§ Data	can compensate for a	lack	of knowledge,	and vice	versa.		
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Deep Blue	beats Garry	Kasparov (1997)

Brute force computing power	(massively parallel	system,	
evaluation of 200	million positions per	second),	
systematic search,	structured domain.

Watson	wins Jeopardy!	(2011)

Massive	information retrieval (four
terabytes of structured and

unstructured content),	yet little
reasoning and learning.

Essentially based on	machine learning
technology,	makes use of deep neural networks

and combines different	types of learning
(supervised,	reinforcement,	MCTS)	

AlphaGo beats Lee	Sedol (2016)



I S G  R E S E A R C H  T H E M E S

structured data 
and predictions

non-standard 
performance metrics

weak 
supervision

dynamic 
environments

uncertainty in 
machine learning

(x1, {A,B})

(x2, [1, 3])

x � y

F =
2
PN

i=1 yiŷiPN
i=1 yi +

PN
i=1 ŷi

x1 � x2 � x3 � x4



R E S E A R C H  TO P I C S

structured data 
and predictions

non-standard 
performance metrics

weak 
supervision

dynamic 
environments

uncertainty in 
machine learning

preference 
learning and 

ranking

online learning, 
learning on streams

learning to 
search

(online) 
F-measure 

maximization

fuzzy logic in 
machine learning

aleatoric vs. 
epistemic uncertainty

qualitative 
reinforcement 

learning

multilabel
classification

superset 
learning

binary 
decomposition 

techniques

learning to 
aggregate
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L E A R N ERDATA

The data scientist is not supposed to solve the actual problem 
(provide an algorithm) but the problem to learn how to solve that 
problem (provide an ecorithm).  

That’s not necessarily an easy task either …
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Objective of the learning problem
- specify the prediction task
- success criteria (accuracy/loss function, model complexity, ...)
- ...
Specifying the model induction problem
- feature description
- kernel functions
- ...
Solving the model induction problem
- choice of the learning algorithm
- model evaluation and selection
- ...

All learning algorithms have (hyper-)parameters, which have a critical
influence on the generalization performance. Tuning these parameters is
often tedious and difficult.
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EMAIL

SPAM or
Not SPAM
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x = (x1, x2, . . . , xd) 2 Rd

EMAIL

Many	ML	algorithms	operate	in	Euclidean	spaces	…
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SPAM

NO 
SPAM

x1

x2
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SPAM

NO 
SPAM

x1

x2
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SPAM

NO 
SPAM

x1

x2
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classical 
programming

“implicit”
programming

? ?

knowledge-based 
programming

automated 
machine learning
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data pre-
processor

feature 
preprocessor

classifier

AutoML framework

Bayesian optimization

�
Xtrain, Ytrain,

Xtest, b,L
 Ŷtest

Existing approaches optimize parameters of a fixed ML pipeline.
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Combining	ML	and	planning	(hierarchical	task	networks):
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124568|0379

07|3918|2546

7 930

5 642

3|90|7

4|62|5

81

1|8 25|46

nested dichotomy
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set of
candidate models

h⇤ 2 argmin
h2H

1

N

NX

i=1

`
�
h(xi), yi

�
+ ��(h)

ML as search, Auto-ML as 
generalized search …



A U TO M AT E D  M A C H I N E  L E A R N I N G

53

set of
candidate models

h⇤ 2 argmin
h2H

1

N

NX

i=1

`
�
h(xi), yi

�
+ ��(h)

ML as search, Auto-ML as 
generalized search …
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structured data 
and predictions

non-standard 
performance metrics

weak 
supervision

dynamic 
environments

uncertainty in 
machine learning

preference 
learning and 

ranking

online learning, 
learning on streams

learning to 
search

(online) 
F-measure 

maximization

fuzzy logic in 
machine learning

aleatoric vs. 
epistemic uncertainty

qualitative 
reinforcement 

learning

multilabel
classification

superset 
learning

binary 
decomposition 

techniques

learning to 
aggregate

… applications
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Control Dependence
Data Dependence

Syntactic Dependence

Decl

Int

Decl

Int

Decl

Int

Assign

Ref Int_Literal_Small

Assign

Ref input()

Assign

Ref Int_Literal_Small

Loop

<=

Ref Ref

Incr

Ref

Assign

+Ref

Ref Int_Literal_Small

Assert

||

Control-Flow

==
==

Ref

Int_Literal_Small

Ref

*Int_Literal_Small

Ref

Weisfeiler-Lehman subtree kernels on 
a graph representation for software 
source code that mixes elements of 

control flow and program dependence 
graphs with abstract syntax trees.
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Economic aspects of rating and 
reputation, reverse engineering of 

rating systems such as TripAdvisor.
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Behavioral economics: 
How people aggregate 
customer reviews
(à “learning to aggregate”)
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59

Machine learning for the support of 
technology-based consulting for the 
innovation of business models. 
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Machine Learning for improving 
optimization methods for the 
Container Pre-Marshalling problem. 
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Analyse des Sprachausbaus und 
der Entwicklung von Grammatik 
im Mittelniederdeutschen.
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ARAby: An adaptive retrieval and
analysis tool for supporting image-based
research processes

„Aby gets digital“: Digitalization of the systematic comparison and
analysis of images as practiced by Aby Warburg.
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Temporal data mining for analyzing
multimodal parent-child interaction. 
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Die Macht der Algorithmen: 
Zur epistemologischen und gesellschaftlichen 
Dimension aktueller Algorithmik.
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Machine learning for the control
of technical systems.
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§ Machine learning is developing rapidly, emerging topics include 
Auto-ML, large-scale learning, deep learning, …

§ Many applications and opportunities for interdisciplinary projects.
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§ Machine learning is developing rapidly, emerging topics include 
Auto-ML, large-scale learning, deep learning, …

§ Many applications and opportunities for interdisciplinary projects.

§ We looked at ML from the point of view of automated programming.
§ Standard ML can be seen as combining knowledge and data 

(revising the former in light of the latter). 
§ Quest for “real” automation motivates work on Auto-ML.
§ ML as an art, science, and technology, with mathematical, 

computational, technical, philosophical, social, psychological, and 
biological dimensions, amongst others …


